
 

In this section we use a simpleexampleto showhowThompson

sampling LTS works

Example Beta Bernoulli Bandit
The scenario is again the Multi arm Bandit machine
The machinehas K arms An action k c i 2,3 k

means pulling the Kth arm Arm K produces a reward of
one with probability 0k and a reward of zero with probability
ok The player knows that Bernoulli is a goodmodel

but Oi Os 0k are unknown but fixed Cunchanged

In round i when action Xi EEK is applied a reward
ri C o t is generated with Peri 11 Xi O Oxi

After observing ri the player updates its estimationof8

Recall that the conjugateprior of Bernoullidistribution is
Beta distribution So we use k Beta distributions to model
011Oi

0in fetal di Bi which haspdf
71Oi fCdi Bi
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If action At C IKI is taken then
di Ri Li B if not i

Litre Bit a rt if Xt I
Ok then we present GreedyAlgorithm and TS to show how
they are different



Greedy Algorithm
for round t I 2 do

Get the MAPestimation of 0 by
18 Litchi Bi

YixIhearaffia Tombstaking

Apply Xt then update di Bil accordingly

TS Algorithm
for round t l 2 do

sample each Beta distribution
L Yi is a randomsamplefrom Betawi Bi

YixIhearagagia isyfhosenbs
taking

Apply Xt then update di Bil accordingly



From the simulation result we can see that GreedyAlgorithm

may not converge to Action1 but TS algorithm can

Regret To evaluate the performance of algorithm we use

regret mix nail rt
t

or mix ruxi r L for simultaneous regret


